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VIOLATION OF STATISTICAL ASSUMPTIONS
IN THE TWO SAMPLE T-TEST

Dr. IBRAHIM HASSAN IBRAHIM

Faculty of Commmnerce - Tanta University, Egypt

Key words and Phrases : Normality assumption; Homogeneity assumption;
Simulation; Power of the test; t-test; Satterthwaite's test .

ABSTRACT

The main concern of this article is to study the effect of violating the basic
assumptions when using the t-test for testing the equality of two population
means . These assumptions are the normality and homogeneity . Violating
homogeneity is rather serious than normality assumption . That is because the
normality assumption can be waved if sample size is large . However, if the:
variances of the two populations are not equal , it is suggestéd that the
Sarterthwaite's test should be used . The power of the t-test and the Satterthwaite's
test was studied extensively using simulation techniques . A comparison among
the t-test power and the Satterthwaite's test power proved that the sample sizes
should also be taken into consideration when deciding which test should be used
even if the homogeneity assumption was violated .

L INTRODUCTION

It is known in statistical literature that the regular t-test for testing the
difference between two population means requires some important assumptions
such as independence, normality and homogeneity . This article is concentrating
on the homogeneity assumption only . That is because if we are having two
dependent samples, the t-test for matched pairs can be used in this regard . While,
the normality assumption can be waved if sample size was large enough ., Where
the t distribution can be approximated by the normal distribution .

The major problem exits if the assumption if homogeneity was violated .
This means that the underlying samples were selected from populations with
different variances . Consequently, the Sattesthwaite's test is suggested instead of
the regular t-test ., However, there are some argument about the use of the
Satterthwaite's test in the situation of none homogeneous variances .
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The purpose of this article is to study the effect of violating homogeneity
assumption when testing the equality of two population means using the regular
t-test . A comparison between the power function of the t-test versus the
Satterthwaite's test was done when the assumption of homogeneity exists, and
when we have none homogeneous variances i.e., the assumption of homogeneity
was violated . This goal was accomplished through simulation techniques for both
tests in different situations .

II. DEFINITIONS AND THEORETICAL SETUP

For comparison purpose the t-test statistic was defined to be T1 and the
Satterthwaite's statistic was defined to be T, . Also, since we are dealing with a
two sample situation, we need to define the original populations of these two
samples as follows :

Let X1, X5,X3,.. Xy denote a random sample from a distribution that
is N(6,,8,) , where 6, is the population mean and 8, is the population variance
of the random variable X .

Similarly, let Yj, Y2, Y3, ... ,Yp denote a random sample from a
distribution that is N(8,,6,) , where 6, is the population mean and 6, is the
population variance of the random variable Y . Where X and Y are two
stochastically independent random variables .

Define 6, and 6\3 as the estimated sample means of 6, and 6,
respectively, while 6\2 and%,1 are the estimated sample variances of 6, and 8, .

Let the parameter space be Q = {(6,,6,,6,,8,) ;= <6,,8,<,0<8,0,< = }
Then the simple hypothesis Hg: 6,=6, is 10 be tested against all alternatives in
H; .Then o ={(8,6,6,80,) ;=<6 =6,<=~,0<6,0,<  }, where the
set @ isa subsetof Q . Hence the mull hypothesis can be described as
Hgy: (6,,6,,8,,8) e .

The test statistic for testing the simple null hypothesis H, : 6, = 6,
against the composite hypothesis is the likelihood ratio defined by Hogg and
Craig (1978) as follows :

A A
A= L(®)/L(Q) . (1)

Where the likelihood functions in this case are :
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L{ @) = (1/2r8,)¥2 (1/2r8,)™2 exp (- { [ Z(x; - 8,2 1/26,+ [ (v - 6,)21/26, }}
for (8,,6,9,8)c®

and

L{ Q) = (1/276,)¥2 (1270, )2 exp (- { [ Z(x; - 8,)2 /26,+ [ X(y;j - 82 /26, }}
for (6,,6,,8,,9,) € Q

The likelihood ratio A in equation (1) is defined to be a t distribution with
(n+m-2 )degrees of freedom . While the null hypothesis H,: 6,=9, istobe
rejected if |Ty|2 ¢, and if and only if Hy:6,=90, , ie, we have
homogeneous variances . Where the significance level of the test can be defined
as:

0 =Pr( IT{l2 ¢; | Hy: 6,=6,and Hy: 6,=6,) (2)

where ¢, is the critical t value obtained from the regular t - table with degrees
of freedom v;=n+m-2 and o; levelof significance .
That is because the statistic T which is the likelihood ratio test is defined to be :

Q
T1= -(3)
{Q2/(m+m-2) }1/2
where
A A
(8,-8)
Q1= . (4)
o (n+1my¥2
and
A A
Q2= [ Z(xj- )2 + Z(yj-0)2] / 02 (5
(6,-9,)
The distribution of Q] s N(§= ——— 1) and Qis ¥ (n+m-2),

6 (1/m+ /m)l”2

while Qp and Qy are stochastically independent and § is the noncentrality
parameter . Also o2 is the common variance of the two populations which is
usually unknown and in practical applications the estimated pooled variance
sz is used where,

A A -
S =@ 8 +(@-1)8,1/v, = ~r(6)

oy S s e e i ek g s e 0L e
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However, if the assumption of homogeneity was violated . In other word
if the null hypothesis Hy: 6,=6,= 62 Wwas not true then the test statistic T1 in
equation (3) can not be used because Qy and Qy are not distributed as previously
stated . As a solution for this problem Satterthwaite suggested the statistic T»
which depends on the use of the individual variances :

A A
(e) - e;)
Ty = (D
(8, /n +6,/m)1/2

The test statistic T in equation (3) is distributed as t distribution with v,
degrees of freedom, where v; =n+m-2 . However, the test statistic T5 in
equation (7) is distributed as t distribution with v, degrees of freedom, where

(up +up)?

_ ..(8)
"2 (up?/(@-1) + (up?/(m-1)

where u;=6,/n and uy=6,/m . Ifwelet 1 =6,/6, tobe the ratio of the
two variances, then equation (8) ¢an be rewritten in the following form :

(1/n+7/m)

= e (9)
& [1/0%@-1)] + [1?/ m*(m-1)] (

In this case the null hypothesis Hy : 8, = 8, is to be rejected if T3> Cy s
and if Hy: 6, =6, was previously rejected , i.e., we have none homogeneous
variances . Where the significance level of this test can be defined as :

Qy,=Pr( ITpl2 ¢y | Hy: 6,=6,and H;:6,#86,) ..(10)

where ¢, is the critical t value obtained from the regular t - table with degrees
of freedom v, as defined in equation (8) or equation (9) and o, is the level of
significance . It worth noting that if the real variances 8, and 6, are not known
which is very often the case then, their equivalent estimated values can be used
instead .
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To test homogeneity assumption H,: 8,=0, against H,: 8,= 6, for
two independently normally distribute¢ random samples, the following test
statistic can be used :

A

._ A
F*=19,/8 ~(11)

»
-~

The mll hypothesis is to be rejected if :
Fr > Fa/2; (m1).(0-1) OR Fr< Fa-a2; 1))

where Foro. (m1)(e-) 24 Fi-as2); 1), a1y denote the ipper /2 and lower
1 - (ov2 ) percentage points of the F distribution with (n - 12 and (m - 1) degrees

of freedom . And F(1_q/2); m1),0-1) =1/ [ Far; @-1),(m-1) )

IIL. COMPUTING THE POWER OF THE TESTS THROUGH
.SIMULATION TECHNIQUE

The power of any test in general is defined to be the probability of
rejecting the mull hypothesis given it was not true . But for the underlying
problem we have to distinguish between the cases of homogeneity and none
homogeneity of variances . Hence the power functions may be defined as foliows
for the regular t-test statistic T and for Satterthwaite's test statistic Ty .

(1) The power of the regular t-test statistic (T1):

Pi= Pr(Rejecting Hy: 8, =6, | Hy is true and variances are equal )
+Pr ( Rejecting Hy: 8, =8, | Hj is true and variances are not equal) .

For simplicity, the alternative hypothesis H; which is a composite
hypothesis will be considered as a one tail hypothesis H; : 8, > 8, . Then the
power function can be written as follows :

Pi= Pr(Ti2¢ | H;:6,>0, and Hy: 6,=8,)
+Pr(Ty2¢ | H;:0,>0, and H;:6,#8,) w(12)

The simulation procedures depends on replicating the test statistic T1 as
many as N number of replications . The number of times Hy: 8, =6, is
rejected - in both cases equal or none equal variances - divide by N is the going
to be the power of the test. Hence, equation (12) can be writien as follows :

[ ' R ]
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Py= #[(Ty12¢ | H;:6,>6; and Hy:8,=6,)]/N
+ #[(Ty2c¢ | H:6,>6, and H;:6,86,) ]/N ~(13)

(2) The power of the Satterthwaite's test statistic (T ) :
In 2 similar way the power function of the Satterthwaite's test statistic can
be defined as follows :

Pg= Pr(Tp2c, | Hy:8,>8, and H,:6,=8,)
+ Pr(To2c, | H;:6,>6, and H;:8,#8,) .(14)

and for simulation purpose the power is defined to be :

Pg= #[(Ty2c, | H :6,>06, and Hy:0,=6,)]/N
+#[(T22¢; | H;:6,>8, and H;:8,#6,) ]/N (15)

A MINITAB program was designed to compute the power functions
defined in equations (13) and (15) . The number of replications used in all
computations was N = 100 and the significance level used in all cases was
o = 5% . The algorithm required for computing the power functions is
summarized in the following steps :

Step-1 : Generate a raudom sample X1, Xj, X3, .. Xy from a
distribution that is normal, i.e., X is N(6,,6,) , where 8, is the population mean
and 6, is the population variance of the random variable X .

Step-2 : Independently, generate another random sample Y1, Yo, Y3, ..
;Y from a distribution that is normal, ie., Y is N(8,,6,) , where 8, is the
population mean and 8, is the population variance of the random variable Y .

Step-3 : Compute the estimated sample means of 6, and 6, . Also for
the same samples compute the estimated sample variances 6, and 6, .

Step-4 : Substitate in equation (3) to find the calculated test statistic T
and in equation (7) to find the test statistic T5 .

Step-5 : Repeat step-1 to step4 as many as N times from the same
normal distributions . In every replication the statistics T and T are calculated .

Step-6 : Count the mumber of times the null hypothesis was rejected when
using the statistics Ty and T5 . Then use equations (13) and (15) to find the
power of both tests .
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IV. STATISTICAL FINDINGS

The simmulation procedures' were processed on different sample sizes
generated from normal distributions with different means and variances as
explained in the following possible six different cases :

Case-1l:n=or#m, 6,=6, and 6,= or=6,
Case-2:n=m,6,>6,zmdve,=9,orez<e‘or 8,>9,
Case-3:n#m ,6,>0, and 6,=6, & n =1
Case-4:n>m ,8,>6, and 6,<6, < 7 >1
Case-5:n<m ,6,>6, and 6,50, & 1 <1
Case-6:n<m ,6,>6, and 6,<0, & 1 >1

TABLE-l demonstrates results of the first case where we have samples
with equal means . The power in all cases is the level of the test as previously
stated in equations (2) and (10), where Py = Pg =y = oy = =0.05 . Even
when we nave different sample sizes or none equal variances, results remain the
same . These results prove the validity of the simulation program designed for
this study .

TABLE-I
Case-l:n=or#m , 6 =0, and §,= or+8,
n m 0, 6, |6, 0, v, lvs [ ¢ [Py |P
20 |20 |6 6 1 1 38 |38 168 )1.68 0.05]0.05
20 20 |8 8 2 2 38 [38 |1.68 |1.68 |0.05|0.05
10. 120 |6 6. |3 3 28 |18 [1.70 |1.73 |0.05 | 0.05
20 (10 |5 b} 2 b} 28 {13 (170 11.77 |1 0.05 | 0.05

The second case is shown in TABLE-II where we have equal sample sizes
with different means while the variance ratio have been changed from one to less
than one and to greater than one, i.e.,, 1 =1, <land 7 >1 . For example,
the first case of TABLE-II where n = 1, the power Py=Pg =100% . While the
variance ratio of the fourth case of the same table 1 =5/2 and the power values
remain the same where, Py = Pg = 93% . Also, the last case of the same table n
=1/6 and the power values remain the same where, P; = P;, =97% .

1
3

P - . . T e o L R
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It is quit obvious that the power of both tests, the t-test and the
Satterthwaite's test are the same in all cases whenever sample sizes are equal,

except when the variance ratio gets very large, i.e., larger than 10 or 20, where
Py=84% and Pg = 83% form =10 . While Py = 68% and Pg; = 67% for i = 20.

TABLE-II
Case-2:n=m ,8,>8, and 6,=6, or 6,<H, or 6,>8,
s Im le, Jo, 1o, 16, v, v, leg ey |Pe Py
120 |20 [8 [e6 |1 |1 |38 |38 [1.68/1.68]1.00]1.00
20 J20 |8 ls |2 |2 38 |38 [1.68]1.68]1.00]1.00
20 120 '8 |6 |1 12 138 |34 l168]1.67[1.00]1.00
20 |20 /8 |6 |2 |5 |38 [32 |168]1.69 093093
20 20 /s |6 |1 13 |38 |30 1.68]1.70]1.00 ] 1.00
20 J20 |8 |6 |1 |4 |38 |28 |1.68 1.70 0.98 |.098 |
20 20 |8 |6 |1 |6 |38 |25 |1.68]1.71 0.94]0.94
20 20 18 6 |1 8 |38 |24 |1.68 171091001
20 |20 |8 |6 |1 |10 |38 |23 |1.68|171 |0.84]0.83 ]|
20 l20 [8 6 |1 J20 [38 |21 |1.68]1.72 0,68 0.67
20 |20 |8 16 !5 2 s [32 [1.68]1.69 093]0.03
120 20 Is Je¢ 16 1 l3s 125 [168]1.711007]007

The third case is presented in TABLE-III where sample sizes are different
with different means but with equal variances, which means that the variance
ratio equals to one, i.e., 1| = 1 in all cases . Results shown in TABLE-III prove
that both t-test and Satterthwaite's test are having the same power in detecting
possible differences between population means, that is because Py = Py
whenever 1 =1

TABLE-III
Case-3:n#m ,0,>6, and 6,=0, < 1 =
n m |8 |8 162 6, v, vy |g Sy |Py [Py
20 |10 ls |6 |1 1 28 |18 [1.70]1.73 | 1.00 | 1.00
20 |10 |8 |6 |2 |2 '28 |18 [1.70/1.73 | 0.98 | 0.98
10 120 |8 le I3 I3 J2s |18 [1.70]1.73 | 0.89 | 0.89
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The fourth case is shown in TABLE-IV where the first sample (2 >m) is
larger than the second while on the conirary the variance of the smaller sample
( 8,< 8, ) size is greater than the variance of the larger sample .

TABLE-1V
Case-4:n>m ,0, >0, and 6,<6, & 1 >1
n m 8, 0, |6, 0, v, |vs |g e [Py [Py |
20 |10 |8 6 1 2 28 |14 |1.70 |1.76 | 1.00 | 0.99
20 |10 |8 6 2 5 28 |13 [1.70 |1.77 | 0.91 | 0.88
20 10 [8 6 1 3 28 |12 |1.70 | 1.78 | 0.96 | 0.94
20 |10 |8 6 1 4 28 111 1,70 | 1.80 | 0.92 | 0.83
20 |10 |8 6 1 6 28 |11 |1.70 11.80 | 0.86|0.71
20 |10 |8 6 1 8 28 |10 11.70 | 1.81 | 0.80 | 0.68
20 |10 |8 6 1 10 |28 |10 |1.70 11.81 |0.71 | 0.56
20 |10 |8 6 1 20 (28 |9 1.70 1 1.83 | 0.60 | 0.35

Results in TABLE-IV prove that the regular t-test is more powerful where
P; is greater than Pg in all cases although we are having several none
homogeneous cases . Because, if we use the homogeneity test statistic F” for
testing Hy : 6,=6, against H; : 8,#6, , the null hypothesis is to be rejected if :

FIGURE-I
Case-4:n>m ,0,>0, and 6,<0, & 1 >1

Power -
1.00+

The variance ratio (1))
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£ 3
F* >Fammien O F <Fawm; miyae
=Fo.025:9,19 OR =Fy975.9,10
=2.88 OR =0.27

Noting that from equation (11), F*=m =6,/6, .We can find in
TABLE-IV that for m >2.88 we are having none homogeneous cases .
These cases are when 1 =3, 4, 6, 8, 10 and 20 . This case is shown in
FIGURE-! where the power of both tests are almost the same when the variance
ratio is near to one but the gap between them gets bigger as the variance ratio gets
greater than one .

Similar results are shown in TABLE-V where the smaller sample has a
greater variance than the larger sample .

- TABLE-V
Case-5:n<m ,6,>6, and 6,>8, & 1 <1
n m 6, 6, 8, 6, ¥s Y 161G P Py
10- |20 |8 |6 |2 |1 |28 [14 |1.70]1.76 | 0.99 ] 0.99
10 |20 |8 |6 13 |1 |28 |12 l170]1.78 [1.00] 0.95
10 |20 |8 |6 |4 |1 l28 11 J1.70]1.80 | 0.96 ] 0.8
"o [20 |8 |6 l6 [1 J28 111 [170]1.80 |0.87 | 0.78
10 20 [8 6 [8 [1 |28 l10 '1.70]1.81 |07 ] 074
10 20 18 |6 110 |1 28 |10 |1.70]1.81 1077 | 0.60
10 120 |8 |6 120 |1 [28 |o [1.70]1.83 |0.60 | 042

There are some none homogeneous cases in TABLE-V . These are the
cases when (1/M) = F* =3, 4,6, 8, 10 and 20 because we are having the same
critical values given before for TABLE-IV . The reciprocal of the ratio 1 was
used because it was defined to be 6,/ 6, while the F* ratio should be the ratio of
the larger variance to the smaller one . But regardless of the homogeneity
situation, the power of the regular t-test is greater than the power of the
Satterthwaite's test as shown in FIGURE-II . The power in this c¢ase is an
increasing function of the variance ratio .
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FIGURE-II
Case-5:n<m,b 0,58, and 6,56, & 1 <1
1.00+ T
Power - ,t---“"
- ‘;” *u Pt
. #=P
.80+ /- L. S.t.
0.60+
0.40+
evdoanancsns. Peencarvean . Pecocanans $eemacasna Poaea
0.00 0.10 0.20 0.30 0.40 0.50

The variance ratie (1))

A different case is shown in TABLE-V] where we have different sample
sizes but the smaller sample has the smaller variance . Also, the larger sample has
the greater variance where, n<m and 6, <8, which isequivalentto 1 >1.

For the given sample sizes and variances the mll hypothesis Hy: 6,=6,
against Hy : 8,# 8, , isto be rejected ifn=F" >3.69 orn=F" < 0.347

TABLE-VI
Case-6:n0<m ,6,>8, and 9,<6, & 1M >1

n m 9, 9; 92 94 vy Vs Cy Cs Py PST_
10 [20 [8 |6 1 2 28 (24 (170 |1.71 |1.00 | 1.00

10 20 |8 6 1 3 28 |27 [1.70 |1.70 | 0.9% | 1.00

10 120 |8 6 1 4 28 128 [1.70 |1.70 | 0.8% | 0.95

10 120 |8 6 1 6 28 127 11.70 11.70 | 0.78 | 0.91

10 |20 |8 6 1 8 28 (26 [1.70 [1.71 | 0.66 | 0.86

10 (20 |8 6 1 10 128 |25 1170 [1.71 | 0.65 | 0.86

10 120 |8 6 1

20 |28 |23 [1.70|1.71]0.27 | 0.52

The first two cases of TABLE-VI represent homogeneous cases, because
1 =2 < 3.69 for the first case and 1 = 3 < 3.69 for the second case . That is why

the power values are about the same . However, in the remaining cases the power
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values are for the Satterthwaite's test where the power Pg is greater than the
power P; of the regular ttest . That is because i > 3.69 for the remaining
cases, where 1} =4, 6, 8, 10 and 20 respectively .

FIGURE-III represents the last case where the larger sample has the
greater variance . The power of the t-test is smaller than the power of the
Satterthwaite's test . In this case it is better to use the Satterthwaite's test because
the regular t-test behaves poorly especially if the variance ratio is increasing and
getting much far from wnity .

FIGURE-III
Case-6:n<m,8,>60, nd 0,<6, & n >

The variance ratio(T])

In general, the power of any one of the two mentioned tests decreases if
the variance ratio is as much large as 10 or 20 or more . As its shown in TABLE-
IV the power dropped from Pg = 99% to Pg = 35% , while Py = 100%
dropped to Py =60% as the variance ratio increased from iy =2 to 1 =20.

Also, in TABLE-V the power dropped from Pg = 99% to Pg = 42%,
while Pt = 99% dropped to Py = 60% . And in TABLE-V] the power dropped
from Pg = 100% to Pg = 52%, while Py=100% droppedto Py=27% .



V. CONCLUSION

The regular t-test for testing equality of two population means requires
some basic assummptions . The most important one is the homogeneity assumption,
because if variances are different the power of detecting a difference between
means decreases as the difference between variances increases .

The Satterthwaite's test is known as an alternative test for the t-test when
the assumption of homogeneity was violated . The power of both t-test and
Sartterthwaite's test was studied extensively in this work through simulation
techniques . The comparison between the power of the two tests revealed that
sample size plays an important role in determining which test should be used
especially when the homogeneity assumption was violated, as indicated in the
following results :

(1) If sample sizes are equal, the power of both t-test and Satterthwaite's

test are the same as long as the variance ratio is near one aud less than or

equal to eight . However, this power decreases sharply if the variance

ratio is greater than 20 or more .

(2) If there is no difference between population variances, the power of
detecting differences between population means when using any of the
two tests remains the same .

(3) The power of the regular t-test is greater than the Satterthwaite's test if
sample sizes are different and the larger sample is the sample with the
smaller variance .

(4)-The power of the Satterthwaite's test is greater than the regular t-test if
sample sizes are different and the smaller sample is the sample with the
smaller variance .
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